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Abstract

We investigate the inverse problem of simultaneously estimating the state
and the spatial diffusion coefficient for an age-structured population model. The
time evolution of the population is supposed to be known on a subdomain in
space and age. We generalize to the infinite dimensional setting an adaptive
observer originally proposed for finite dimensional systems.
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1 Introduction

We consider the following system modelling the evolution of an age-structured
population with spatial diffusion:

∂tp(a,x, t) +∂ap(a,x, t) a ∈ (0, a∗), x ∈Ω, t > 0,
= −µ(a)p(a,x, t) + k∆p(a,x, t),

p(a,x, t) = 0, a ∈ (0, a∗), x ∈ ∂Ω, t > 0,
p(a,x,0) = p0(a,x), a ∈ (0, a∗), x ∈Ω,

p(0,x, t) =
∫ a∗

0
β(a)p(a,x, t)da, x ∈Ω, t > 0.

(1)

In the above equations:

• Ω ⊂ R
n, n ⩾ 1, denotes a smooth bounded domain, k is a positive constant

diffusion coefficient and ∆ the laplacian with respect to the space variable x.

• p(a,x, t) denotes the distribution density of the population of age a at spatial
position x ∈Ω at time t;
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• p0 denotes the initial distribution;

• a∗ ∈ (0,+∞) is the maximal life expectancy;

• β(a) and µ(a) are positive functions denoting respectively the birth and death
rates, which are supposed to be independent of x and satisfy

β ∈ L∞(0, a∗), β ⩾ 0 a.e. in (0, a∗),

µ ∈ L1
loc(0, a∗), µ ⩾ 0 a.e. in (0, a∗),

and

lim
a→a∗

∫ a

0
µ(s)ds = +∞. (2)

The last equation in (1) describing the birth process is the so-called renewal
equation. We assume here homogeneous Dirichlet boundary conditions (in space)
which model a hostile habitat at the boundary ∂Ω.

We assume here that the diffusion coefficient k is not well known. To be more
specific we shall assume that k ∈ [k0 − rk , k0 + rk] where k0 (an approximate value of
k) and rk (the uncertainty on k) are known.

Inverse problems for population dynamics models have been studied in several
papers. Rundell et al.2 studied the determination of the death rate for an age-
structured population dynamics from the knowledge population profiles at two
distinct times. Gyllenberg et al.3 investigate the identifiability of birth and death
rates in a linear age-structured population model from data on total population size
and cumulative number of births (more realistic data than those used by Rundell
et al.4). Perthame and Zubelli5 considered the problem of determining the division
(birth) rate coefficient for a size-structured model for cell division from measured
stable size distribution of the population. More recently, Perasso and Razafison6

studied the identifiability of the age-dependent mortality rate for Mc Kendrick
model. Let us emphasize that all these works do not take into account the effect of

2Engl, Rundell, and Scherzer, 1994, “A regularization scheme for an inverse problem in age-
structured populations”;

Pilant and Rundell, 1991, “Determining a coefficient in a first-order hyperbolic equation”;
Rundell, 1993, “Determining the death rate for an age-structured population from census data”.

3Gyllenberg, Osipov, and Päivärinta, 2002, “The inverse problem of linear age-structured population
dynamics”.

4Engl, Rundell, and Scherzer, 1994, “A regularization scheme for an inverse problem in age-
structured populations”;

Pilant and Rundell, 1991, “Determining a coefficient in a first-order hyperbolic equation”;
Rundell, 1993, “Determining the death rate for an age-structured population from census data”.

5Perthame and Zubelli, 2007, “On the inverse problem for a size-structured population model”.
6Perasso and Razafison, 2016, “Identifiability problem for recovering the mortality rate in an age-

structured population dynamics model”.
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1. Introduction

spatial diffusion. On the contrary, Di Blasio and Lorenzi7 investigated such models
from the point of view of identifiability (existence, uniqueness and continuous
dependence). Traore investigated estimation problems for population dynamics
with spatial diffusion to recover the state from distributed observation8 or boundary
observation9 in space and full observation in age.

In this paper, we investigate the following inverse problem: Assuming the initial
age distribution p0 to be unknown, but knowing the age distribution

y(a,x, t) := p(a,x, t), t ∈ (0,T ), a ∈ (a1, a2), x ∈ O,

where O is some given non empty open subset of Ω and 0 ⩽ a1 < a2 ⩽ a
∗, estimate

simultaneously:

• the age distribution p(a,x,T ) when T → +∞ , for x ∈Ω and a ∈ (0, a∗)

• and the diffusion coefficient k.

In Ramdani, Tucsnak, and Valein (2016), the authors answered the above ques-
tion in the case where the diffusion coefficient k is known. To do so, they constructed
an observer for system (1), i.e. a new evolution system using the available mea-
surements as inputs and whose dynamics is suitably chosen to make its state p̂(t)
converge (asymptotically in time) to the state of the initial system p(t). The design
of this observer crucially uses the fact that the initial system has a finite number of
unstable modes (corresponding to eigenvalues with non negative real parts), and
the infinite dimensional observer is then constructed by designing a Luenberger
observer for the finite dimensional unstable part of the system. The main con-
tribution of this work is to extend this approach to the case where the diffusion
coefficient k is unknown. This is far from being obvious as the eigenvalues of the
infinite dimensional system are then unknown. However, we can take advantage
from the fact that eigenfunctions are known and this allows us to design a new
observer following an idea proposed by Kreisselmeier in a finite dimensional setting
in Kreisselmeier (1979) (see also Kreisselmeier 1977). Let us emphasize that this
observer requires more measurements than the observer proposed in Ramdani,
Tucsnak, and Valein (2016), as it uses the projected outputs not only on the unstable
modes but also on a finite number of stable modes (see (5)).

For the sake of clarity, the main results are stated in Section 2, and their proofs
are given in Section 3.

7Di Blasio and Lorenzi, 2011, “Direct and inverse problems in age-structured population diffusion”;
Di Blasio and Lorenzi, 2013, “An identification problem in age-dependent population diffusion”.

8Traore, 2010, “Null controllability and application to data assimilation problem for a linear model
of population dynamics”.

9Traore, 2007, “Approximate controllability and application to data assimilation problem for a linear
population dynamics model”.
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2 Statement of the main results

Using a semigroup formulation, we first rewrite problem (1) in the abstract form
(throughout the paper, the dot denotes the derivative with respect to time)ṗ(t) = Ap(t), t ∈ (0,T ),

p(0) = p0,
(3)

where A : D(A)→ X is the generator of a C0-semigroup on a Hilbert space X :=
L2 ((0, a∗)×Ω) defined by

D(A) =
{
ϕ ∈ X ∩L2

(
(0, a∗),H1

0 (Ω)
) ∣∣∣∣ − ∂ϕ∂a −µϕ + k∆ϕ ∈ X;

ϕ(a, ·)|∂Ω = 0 for almost all a ∈ (0, a∗);

ϕ(0,x) =
∫ a∗

0
β(a)ϕ(a,x)da for almost all x ∈Ω

}
Aϕ = −∂aϕ −µϕ + k∆ϕ, ∀ϕ ∈ D(A),

(see Chan and Guo10, for more details). Similarly, the available observation can
also be reformulated using a bounded observation operator C ∈ L(X,Y ), where
Y := L2 ((a1, a2)×O), defined by Cϕ = ϕ

∣∣∣(a1,a2)×O (ϕ ∈ X):

y(t) = Cp(t), t ∈ (0,T ).

We recall here some results about the spectrum of A, we refer to Chan and Guo
(1989) and Ramdani, Tucsnak, and Valein (2016) for more details:

• The operator A has compact resolvent and its spectrum is constituted of a
countable (infinite) set of isolated eigenvalues with finite algebraic multiplic-
ity.

• The eigenvalues of A are given by

σ (A) =
{
λ0
i − kλ

D
j |i, j ∈N

∗
}
, (4)

where (λDn )n⩾1 denotes the increasing positive sequence of eigenvalues of the
Dirichlet Laplacian and (λ0

n)n⩾1 denotes the sequence of eigenvalues of the
free diffusion operator (k = 0), which are the solutions of the characteristic
equation

F(λ) :=
∫ a∗

0
β(a)e−λa−

∫ a
0 µ(s)dsda = 1.

10Chan and Guo, 1989, “On the semigroups of age-size dependent population dynamics with spatial
diffusion”.
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• A has a real dominant eigenvalue λ1:

λ1 = λ0
1 − kλ

D
1 > Re(λ), ∀ λ ∈ σ (A), λ , λ1.

• The eigenspace associated to an eigenvalue λ of A is given by

Span
{
e−λ

0
i a−

∫ a
0 µ(s)dsϕDj (x) | λ0

i − kλ
D
j = λ

}
where (ϕDn )n⩾1 denotes an orthonormal basis of L2(Ω) constituted of eigen-
functions of the Dirichlet Laplacian.

• Every vertical strip of the complex plane contains a finite number of eigenval-
ues of A.

• The semigroup etA generated on X by A is compact for t ⩾ a∗, which implies
in particular that the exponential stability of etA is equivalent to the condition
ω0(A) := sup {Reλ |λ ∈ σ (A) } < 0 (see Zabczyk11, Section 2).

We denote by M the number of eigenvalues of A (counted without multiplicities)
with positive real part and we assume that A has no eigenvalue of real part equal to
zero:

· · · ⩽ ReλM+1 < 0 < ReλM ⩽ · · · ⩽ Reλ2 < λ1.

To solve our estimation problem, we shall first construct an observer for the finite
dimensional system in C

M corresponding to the unstable eigenvalues. To design
this observer, we need to use an observation coming not only from the M unstable
modes, but also from some additional stable ones. More precisely let us choose
N ∈N∗ such that

ReλN+1 < −3λ1. (5)

Remark 1 – According to formula (4), the eigenvalues λn = λ0
i − kλ

D
j verify

Reλn ⩽ Reλ0
i − (k0 − rk)λDj , ∀k ∈ [k0 − rk , k0 + rk].

Therefore, such a value N (but not necessarily the optimal one) can be determined
without knowing the exact value of k.

In the sequel, we also need to define α > 0 such that

ReλN+1 < −α < −3λ1. (6)

11Zabczyk, 1975/76, “Remarks on the algebraic Riccati equation in Hilbert space”.
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According to (4), the eigenvalues of A depend linearly on the diffusion coefficient k
and, hence, N also depends a priori on k. We will assume that the (finite) number of
eigenvalues of A of real part greater than −3λ1 is constant when k varies in [k0 −
rk , k0+rk]. This assumption is not crucial but is made for the sake of simplicity. Then,
let us consider a curve ΓN in the complex plane enclosing the set of eigenvalues
ΣN := {λ1, . . . ,λN } but no other elements of the spectrum of A. We denote by P N the
projection operator defined by

P N := − 1
2πi

∫
ΓN

(ξ −A)−1dξ .

We set XN = P N (X) and XN− = (Id−P N )(X), and then P N provides the following
decomposition of X

X = XN ⊕XN− .

Moreover XN and XN− are invariant subspaces under A (since A and P N com-
mute) and the spectra of the restricted operators A|XN and A|XN− are respectively ΣN

and σ (A) \ΣN (see Kato 1995). We also set

AN := A|D(A)∩XN :D(A)∩XN → XN and AN− := A|D(A)∩XN− :D(A)∩XN− → XN− .

Throughout the paper, we make the following assumption about AN :

(H1) The restriction AN of operator A to XN is diagonalizable.

This assumption deals with an important particular case that has also been consid-
ered in references12. Due to the explicit formula for the eigenvalues (see (4)), this
assumption can be easily checked in some cases (for instance when the number of
unstable eigenvalues is small), even though the diffusion coefficient is not known
with accuracy.

Let us emphasize that under this assumption, we have

XN =
N⊕
n=1

Ker(A−λn) = Span {ϕn, 1 ⩽ n ⩽N } ,

where (ϕn)1⩽n⩽N denotes a basis of XN constituted of eigenfunctions of AN asso-
ciated to the eigenvalues (λn)1⩽n⩽N . We also denote by ψn an eigenfunction of A∗

corresponding to the eigenvalue λn, 1 ⩽ n ⩽N . It can be shown (see Barbu and Trig-
giani 2004, p. 1453) that the family (ψn)1⩽n⩽N can be chosen such that (ϕn)1⩽n⩽N

12Barbu and Triggiani, 2004, “Internal stabilization of Navier-Stokes equations with finite-
dimensional controllers”;

Ramdani, Tucsnak, and Valein, 2016, “Detectability and state estimation for linear age-structured
population diffusion models”.
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2. Statement of the main results

and (ψn)1⩽n⩽N form bi-orthogonal sequences: (ϕn,ψm)X = δnm. It follows then that
the projection operator P N ∈ L(X,XN ) can be expressed as

P N z =
N∑
n=1

⟨z,ψn⟩ϕn, ∀z ∈ X .

With these notation, any solution p of (3) admits the decomposition

p(t) = pN (t) + pN− (t) (7)

with p
N (t) := P N (p(t)) =

N∑
n=1

eλntp0
nϕn, p0

n = ⟨p(0),ψn⟩,

pN− (t) := (Id−P N )(p(t)) = etApN− (0).

Throughout the paper, we will use bold letters/symbols to denote vectors and
matrices. The above decomposition suggests to introduce the following finite
dimensional state variable:

pN (t) = (pN1 (t), . . . ,pNN (t)) := (eλ1tp0
1, . . . , e

λN tp0
N )T ∈CN

whose dynamics is simply given by

ṗN (t) = ΛNpN (t) , (8)

where ΛN := diag(λ1, . . . ,λN ) (recall that the initial state pN (0) is unknown and
that the eigenvalues λn, n = 1, . . . ,N , depend on k and are thus also unknown).
As mentioned above, we shall construct a finite dimensional observer for the M
unstable modes of the system, i.e. the M first components of pN (t), denoted p(t):

p(t) := (eλ1tp0
1, . . . , e

λM tp0
M )T ∈CM .

To do so, system (8) needs to be supplemented by finite dimensional observa-
tions, which can be easily obtained from those of the infinite dimensional system as
follows. Defining the quantities

yn(t) = ⟨y(t),Cϕn⟩Y = ⟨Cp(t),Cϕn⟩Y , n = 1, . . . ,N ,

and setting

yN (t) := (y1(t), . . . , yN (t))T ∈CN ,

the decomposition (7) immediately shows that

yN (t) = CNpN (t) + yN− (t) , (9)
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where the matrix CN := (CNmn)1⩽n,m⩽N is defined by CNmn = ⟨Cϕn,Cϕm⟩Y and

yN− (t) := (⟨CpN− (t),Cϕ1⟩Y , . . . ,⟨CpN− (t),CϕN ⟩Y ) ∈CN .

The family (Cϕn)1⩽n⩽N being linearly independent in X (see Barbu and Triggiani
2004 or Ramdani, Tucsnak, and Valein 2016), the matrix CN is invertible. Conse-
quently, equation (9) equivalently reads

qN (t) = pN (t) +qN− (t), (10)

where

qN (t) = (qN1 (t), . . . , qNN (t))T := (CN )−1yN (t)

and

qN− (t) = (qN−,1(t), . . . , qN−,N (t))T := (CN )−1yN− (t).

Note that qN (t) is an available measure since CN and yN (t) are known.
Following Kreisselmeier13, the proposed finite dimensional observer in C

M is
defined by

p̂(t) = M(t)Eθ(t) (11)

with 
Ṁ(t) = FM(t) + [qN1 (t)Id, . . . , qNM (t)Id]

M(0) = 0

θ̇(t) = −γE∗M∗(t)(p̂(t)−ΠMqN (t)),

θ(0) = 0

(12)

where

• p̂ and θ are vectors in C
M whose components are respectively p̂i and θi ;

• M(t) denotes a M ×M2 matrix;

• E = (E1, . . . ,EM )T denotes a M2 ×M matrix, with En = diag(0, . . . ,0,1,0, . . . ,0),
the term 1 being at the nth place;

• F = diag(−f1, . . . ,−fM ) where fi are chosen positive;

• Id denotes the M ×M identity matrix;

13Kreisselmeier, 1977, “Adaptive observers with exponential rate of convergence”;
Kreisselmeier, 1979, “The generation of adaptive law structures for globally convergent adaptive

observers”.
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• ΠM : CN → C
M denotes the projection on the M-first components (more

precisely, if z = (z1, · · · , zM , zM+1, · · · , zN )T ∈ C
N , then ΠMz = (z1, · · · , zM )T ∈

C
M );

• γ is a positive real number (gain coefficient);

• the ∗ stands for the conjugate transpose.

Let us emphasize that the adaptive state estimate (11)–(12) is the one proposed by
Kreisselmeier (see Kreisselmeier 1979, Equation (9)) in the particular case where
the initial data of the observer is zero and where the dynamics of θ is driven by
a quadratic error criterion L (see Kreisselmeier 1979, Equation (7)). However, the
available measurement error here is not p̂(t) − pN (t) (since pN (t) = qN (t) − qN− (t)
is unknown) but only p̂(t) −ΠMqN (t), and this generates additional difficulties.
In particular, this is why the observer p̂(t) ∈ C

M is computed using the output
vector ΠMqN (t) = (qN1 (t), . . . , qNM(t))T ∈CM , the latter being obtained from the N >
M measurements collected in the vector yN (t) ∈ C

N . As will be seen later, this
construction, which might seem unnatural, ensures that the remainder term qN− (t)
decays fast enough to 0 and hence guarantees the convergence of the observer.

Let θ∞ := (λ1 + f1, · · · ,λM + fM )T =
(
ΛM −F

)
1 ∈CM , where 1 denotes the vector

of CM whose all components are equal to 1 and where ΛM = diag(λ1, . . . ,λM ).
We are now in position to state the two main results of the paper.

Theorem 1 – Let R > 0 and ε > 0 be given. Assume that the initial data p0 satisfies

∥p0∥X ⩽ R (13)

and

|p0
n| > ε, ∀n = 1, . . . ,M. (14)

Assume also that N is chosen such that (5) is satisfied. Finally, let p̂(t) and θ(t) be
defined by (11) and (12).

Then we can choose the matrix F such that there exist κ > 0, ω > 0 satisfying

∥θ(t)−θ∞∥
C
M ⩽ κe−ωt and ∥p̂(t)−p(t)∥

C
M ⩽ κe−ωt (t > 0).

Remark 2 – Notice that θ∞ provides an estimate for the M first eigenvalues of A,
and hence of the unknown diffusion coefficient k. In particular, θ1(t) converges
exponentially to θ∞1 = λ1 + f1 = λ0

1 − kλ
D
1 + f1.

Theorem 2 – Let p̂(t) = (p̂1(t), . . . , p̂M(t))T ∈ CM and θ(t) = (θ1(t), . . . ,θM(t))T ∈ CM
be defined by (11) and (12) and set

p̂(t) =
M∑
n=1

p̂n(t)ϕn. (15)
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Then, under the assumptions of Theorem 1, we can choose the matrix

F = diag(−f1, . . . ,−fM ), fi > 0, i = 1, . . . ,M ,

such that there exist κ > 0 and ω > 0 satisfying

∥p̂(t)− p(t)∥X ⩽ κe
−ωt (t > 0).

Moreover, we have

k =
1

λD1

(
λ0

1 + f1 − lim
t→+∞

θ1(t)
)
.

Proof. Let us define PM , XM , XM− , pM , pM− as above, but replacing N by M. Using
(7) written with M instead of N , we have

∥p̂(t)− p(t)∥2X ⩽ 2∥p̂(t)−p(t)∥2
C
M + 2

∥∥∥etApM− (0)
∥∥∥2
X
.

On the other hand,

∥etApM− (0)∥X ⩽ K ∥pM− (0)∥X e−αM t ,

where K > 0 and αM may be any positive constant such that −αM > ReλM+1. The
result follows then from Theorem 1. □

3 Proof of Theorem 1

We split up the proof of Theorem 1 into three lemmas and two propositions.

Lemma 1 – Let θ∞ =
(
ΛM −F

)
1 ∈CM . Then p(t) ∈CM can be written as

p(t) = M(t)Eθ∞ + etFp(0)−
∫ t

0
e(t−s)F

(
ΛM −F

)
ΠMqN− (s)ds (t > 0). (16)

Proof. We set

p̃(t) := M(t)Eθ∞ + etFp(0)−
∫ t

0
e(t−s)F

(
ΛM −F

)
ΠMqN− (s)ds,

and we want to prove that p̃(t) = p(t) for any t > 0. We have

d
dt

p̃(t) = Ṁ(t)Eθ∞ +FetFp(0)−
(
ΛM −F

)
ΠMqN− (t)

−
∫ t

0
Fe(t−s)F

(
ΛM −F

)
ΠMqN− (s)ds ,
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which implies, using the first equation in (12), that

d
dt

p̃(t) = Fp̃(t) + [qN1 (t)Id, . . . , qNM (t)Id]Eθ∞ −
(
ΛM −F

)
ΠMqN− (t).

Moreover, we can easily verify that

[qN1 (t)Id, . . . ,qNM (t)Id]Eθ∞ =
M∑
n=1

qNn (t)Enθ
∞ =

(
ΛM −F

)
ΠMqN (t).

Consequently, we have

d
dt

p̃(t) = Fp̃(t) +
(
ΛM −F

)
ΠM

(
qN (t)−qN− (t)

)
,

and by (10)

d
dt

p̃(t) = Fp̃(t) +
(
ΛM −F

)
ΠMpN (t) = F (p̃(t)−p(t)) +ΛMp(t),

since ΠMpN = p by definition. Using (8), we deduce that

d
dt

(p̃(t)−p(t)) = F (p̃(t)−p(t)) .

Since we have on the other hand that p̃(0) = M(0)Eθ∞+p(0) = p(0), we can conclude
that p̃(t) = p(t) for any t > 0. □

Remark 3 –

1. Equation (16) provides an explicit formula to compute p(t) if we knew p(0),
θ∞ (and thus λn) and ΠMqN− (t). This is not the case in the problem studied
here.

2. If qN− = 0 (i.e. qN = pN ) in (16), we recover exactly the adaptive observer
proposed by Kreisselmeier14 (see also Kreisselmeier 1977).

Lemma 2 – Assume that N is chosen according to condition (5) and that p0 satisfies
(13)–(14). For fn large enough (n = 1, . . . ,M), there exist positive constants m0, m1, m2
independent of p0 such that, for any t > t0 :=m0/ReλM , the two following inequalities
hold: ∣∣∣(E∗M(t)∗M(t)E)nn

∣∣∣1/2 ⩾m1(Re (λM ) t −m0), n = 1, . . . ,M, (17)

∥M(t)E∥ ⩽m2e
λ1t . (18)

14Kreisselmeier, 1979, “The generation of adaptive law structures for globally convergent adaptive
observers”.
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Proof. We first compute explicitly the matrix E∗M∗(t)M(t)E . Writing

M(t) = [M1(t), . . . ,MM (t)],

where the matrices Mn areM×M matrices, we have M(t)E =
∑M
n=1Mn(t)En. Moreover

the matrices Mn(t) satisfy the following differential equations

Ṁn(t) = FMn(t) + qNn (t)Id, n = 1, . . . ,M .

As M(0) = 0, we have by (10)

Mn(t) =
∫ t

0
qNn (s)e(t−s)Fds =

∫ t

0
pNn (s)e(t−s)Fds+

∫ t

0
qN−,n(s)e(t−s)Fds.

Now, recalling that pNn (t) = p0
ne
λnt are the components of pN (t), we have∫ t

0
pNn (s)e(t−s)Fds =

∫ t

0
p0
n e

λnse(t−s)Fds

= p0
ndiag

(
eλnt − e−f1t

λn + f1
, . . . ,

eλnt − e−fM t

λn + fM

)
.

Therefore

Mn(t) = p0
ndiag

(
eλnt − e−f1t

λn + f1
, . . . ,

eλnt − e−fM t

λn + fM

)
+M−n(t)

where

M−n(t) = diag
(∫ t

0
e−(t−s)f1qN−,n(s)ds, . . . ,

∫ t

0
e−(t−s)fMqN−,n(s)ds

)
.

We deduce that

Mn(t)En =
(
p0
n
eλnt − e−fnt

λn + fn
+
∫ t

0
e−(t−s)fnqN−,n(s)ds

)
En. (19)

As E∗n = En and EnEm = δnmEn (δmn denotes the Kronecker symbol), we obtain

E∗M∗(t)M(t)E =
M∑
n=1

(
p0
n
eλnt − e−fnt

λn + fn
+
∫ t

0
e−(t−s)fnqN−,n(s)ds

)2

En.

We shall seek for an upper-bound for the diagonal terms of E∗M∗(t)M(t)E. Denoting
by ρn the real part of λn, we have

|(E∗M∗(t)M(t)E)nn|1/2 ≥
|p0
n|

|λn + fn|
(eρnt − e−fnt)−

∫ t

0
e−(t−s)fn |qN−,n(s)|ds.
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It follows from the fact that the semigroup etA generated on X by A is compact for
t ⩾ a∗ and the definition of pN− that there exists κ > 0 such that

∥pN− (t)∥X ⩽ κ∥pN− (0)∥Xe−αt (t > 0),

where α satisfies (6).
From the definition of yN− , we infer that there exists a positive constant L′ such

that

∥yN− (t)∥
C
N ⩽ L′ ∥pN− (0)∥X e−αt (t > 0).

As qN− (t) := (CN )−1yN− (t), we can write an analogous inequality for its components
qN−,n: there exists a positive constant L such that∣∣∣qN−,n(t)

∣∣∣ ⩽ L∥pN− (0)∥X e−αt , for n = 1, . . . ,M . (20)

Thus, if the fn’s are chosen greater than α, we can write

|(E∗M∗(t)M(t)E)nn|1/2 ⩾ Kn(eρnt − e−fnt)−Ln(e−αt − e−fnt)

where

Kn =
|p0
n|

|λn + fn|
, Ln =

L∥pN− (0)∥X
fn −α

.

Now, if Ln ⩽ Kn, we have

Kn(eρnt − e−fnt)−Ln(e−αt − e−fnt) ⩾ Kn(eρnt − e−αt) + (Ln −Kn)e−fnt

⩾ Kn(eρnt − 1) +Ln −Kn

⩾ Kn

(
ρnt −

Kn −Ln
Kn

)
,

and if Ln > Kn, we have

Kn(eρnt − e−fnt)−Ln(e−αt − e−fnt) ⩾ Kneρnt −Lne−αt

⩾ Kn(ρnt + 1)−Ln

= Kn
(
ρnt −

Ln −Kn
Kn

)
.

Hence, in both cases we have

|(E∗M∗(t)M(t)E)nn|1/2 ⩾ Kn(ρnt −K ′n), n = 1, . . . ,M

with K ′n = |Ln −Kn|K−1
n .
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Due to assumptions (13)–(14), there exist constants ℓ,ℓ′ > 0 independent of p0
such that for all n = 1, . . . ,M:

ℓ′ε ⩽ Kn ⩽ ℓR, Ln ⩽ ℓR, K ′n ⩽ ℓ
R
ε
.

Hence, Kn(ρnt −K ′n) ⩾ Kn(ρMt −m0) where m0 := ℓR/ε. Letting m1 := ℓ′ε and t0 =
m0/ρM , we have

|(E∗M∗(t)M(t)E)nn|1/2 ⩾m1(ρMt −m0), ∀t > t0 .

We now prove the second point of the lemma. From (19) and (20), we have

|(M(t)E)nn| ⩽ Kn |eλnt − e−fnt |+Ln(e−αt − e−fnt) ⩽ (2Kn +Ln)eρnt ,

where, for the last inequality, we have used −fn ⩽ −α ⩽ ρn, n = 1, . . . ,M. Hence, since
M(t)E is a diagonal matrix,

∥E∗M∗(t)∥ = ∥M(t)E∥ = max
n=1,...,M

|(M(t)E)nn| ⩽m2 e
λ1t

where m2 = 3ℓR. Notice that λ1 is real and is equal to the largest value taken by the
numbers ρn (n = 1, . . . ,M). □

Proposition 1 – Assume thatN is chosen according to condition (5) and that p0 satisfies
(13)–(14). For fn large enough (n = 1, . . . ,M), the function V defined by

V (t) = ∥θ(t)−θ∞∥2
C
M (t > 0)

satisfy for all t > t0 =m0/ReλM :

V̇ (t) ⩽ −2γm2
1(Re (λM ) t −m0)2V (t) + 2γm6e

(λ1−α)tV (t)1/2, (21)

where m6 is a positive constant independent of p0 and where α satisfies (6).

Proof. Let us compute V̇ , the derivative of V along the trajectories of system (12).
Using the expression of qN given by (10), we have

V̇ (t) = 2(θ(t)−θ∞)∗θ̇(t)

= −2γ(θ(t)−θ∞)∗E∗M∗(t)
(
p̂(t)−ΠMqN (t)

)
= −2γ(θ(t)−θ∞)∗E∗M∗(t)

(
p̂(t)−p(t)−ΠMqN− (t)

)
= −2γ(θ(t)−θ∞)∗E∗M∗(t)

×
(
M(t)E(θ(t)−θ∞)− etFp(0)

+
∫ t

0
e(t−s)F(ΛM −F)ΠMqN− (s)ds

−ΠMqN− (t)
)
, (22)
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using, for the last formula, (11) and (16). Substituting (17) in (22), we obtain

V̇ (t) ≤ − 2γm2
1(Re(λM ) t −m0)2V (t)

+ 2γ∥E∗M∗(t)∥∥θ(t)−θ∞∥
{
∥etF∥∥p(0)∥

+
∥∥∥∥∫ t

0
e(t−s)F(ΛM −F)ΠMqN− (s)ds

∥∥∥∥
+ ∥ΠMqN− (t)∥

}
(23)

for every t > t0 (the norms are taken in C
M ). We need an upperbound for the second

term in the hand-right side of this inequality. From the definition of qN− and from
inequalities (20), there exists a positive constant m3 independent of p0 such that

∥ΠMqN− (t)∥
C
M ⩽m3 e

−αt (t > 0). (24)

We deduce from this inequality and from fn > α that we have∥∥∥∥∫ t

0
e(t−s)F(ΛM −F)ΠMqN− (s)ds

∥∥∥∥
C
M
⩽m3

λ1 + f∞
f0 −α

(e−αt − e−f∞t) ⩽m4 e
−αt (25)

where f0 = minn=1,...,M fn, f∞ = maxn=1,...,M fn and m4 = m3(λ1 + f∞)(f0 − α)−1. We
deduce from inequalities (24), (25) and from fn > α that

∥etF∥
C
M ∥p(0)∥

C
M +

∥∥∥∥∫ t

0
e(t−s)F(ΛM −F)ΠMqN− (s)ds

∥∥∥∥
C
M

+ ∥ΠMqN− (t)∥
C
M ⩽m5e

−αt , (26)

where m5 = R+m4 +m3 . Substituting inequalities (18) and (26) in (23), we obtain

V̇ (t) ≤ −2γm2
1(ρMt −m0)2V (t) + 2γm6e

(λ1−α)tV (t)1/2

with m6 =m2m5. □

Lemma 3 – Assume that N is chosen according to condition (5) and that p0 satisfies
(13)–(14). The function

W (t) := V (t)1/2 = ∥θ(t)−θ∞∥
C
M

is continuous and right differentiable on R+. Moreover, denoting by Ẇr the right deriva-
tive of W , Ẇr satisfies the following inequality for every t > t0 =m0/ReλM :

Ẇr (t) ≤ −γm2
1(Re (λM ) t −m0)2W (t) +γm6 e

(λ1−α)t , (27)

where α satisfies (6).
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Proof. Notice first that as t 7→ ⟨Cp(t),Cϕ⟩Y is a C1 function (for every ϕ ∈ X), yN

and qN are also C1 function (by definition), and so θ is a C2 function due to (12).
Thus W is continuous.

Moreover if t1 is such that V (t1) , 0, then W is differentiable at t = t1 and so is
right differentiable. In this case we have

Ẇr (t1) =
V̇ (t1)

2V (t1)1/2
.

By (21), (27) holds.
If V (t1) = 0, from formula (22), we obtain that V̇ (t1) = 0. So we can write

V (t) =
β

2
(t − t1)2 + o((t − t1)2)

with β = V̈ (t1) ⩾ 0 because V (t) ⩾ 0 near t1. From this equality, and taking h > 0, we
have

W (t1 + h)−W (t1)
h

=

√
βh2/2 + o(h2)

h
=

√
β/2 + o(1),

which proves that W is right differentiable at t = t1 and that Ẇr (t1) =
√
β/2.

Notice that if β > 0, then V (t) > 0 for t in some interval (t1, t1 + τ) (here τ > 0), so in
this case we have

V̇ (t1 + h)
2V (t1 + h)1/2

=
βh+ o(h)

2
√
βh2/2 + o(h2)

=
β + o(1)

2
√
β/2 + o(1)

which proves that

lim
t→t1
t>t1

V̇ (t)
2V (t)1/2

= Ẇr (t1) .

Thus, in the case where V (t1) = 0 and β > 0, inequality (27) can be obtained by
dividing inequality (21) by V (t)1/2 and by taking the limit as t tends to t+1 .
Finally, if V (t1) = 0 and β = 0, we have Ẇr (t1) =W (t1) = 0 and the inequality of the
lemma is obvious. □

Proposition 2 – Assume thatN is chosen according to condition (5) and that p0 satisfies
(13)–(14). For fn large enough (n = 1, . . . ,M), there exist m7 > 0 and t1 ⩾ t0 =m0/ReλM
independent of p0 such that, for any t > t1, we have

∥θ(t)−θ∞∥
C
M ⩽m7 e

(λ1−α)(t+t0)/2, (28)

where α satisfies (6).
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Proof. Let us set ρM = Re(λM ) and consider the functionW defined as

W (t) = χ(t)W (t),

where W is defined in Lemma 3 and (recall that m0 = ρMt0),

χ(t) = exp
(γm2

1
3ρM

(ρMt −m0)3
)

= exp
(γm2

1ρ
2
M

3
(t − t0)3

)
.

Then,W is right differentiable on R+ and for every t > t0, we get from (27):

Ẇr (t) =
{
Ẇr (t) +γm2

1(ρMt −m0)2W (t)
}
χ(t) ⩽ γm6e

(λ1−α)tχ(t) .

Applying the mean value inequality, we deduce that

W (t)−W (t0) ⩽ γm6

∫ t

t0

e(λ1−α)sχ(s)ds

and hence, since W (t0) =W (t0)

W (t) ⩽
W (t0)
χ(t)

+γm6
1
χ(t)

∫ t

t0

e(λ1−α)sχ(s)ds. (29)

The first term in the right-hand side of this inequality tends to zero as t tends to
infinity. We will see that the same is true for the second term. To this end we divide
the integral appearing in the second term into two parts. As λ1 < α we first have∫ (t+t0)/2

t0

e(λ1−α)sχ(s)ds ⩽
∫ (t+t0)/2

t0

χ(s)ds

=
∫ ρ3

M
8 (t−t0)3

0

exp
(
γm2

1
3ρM

σ
)

3ρMσ2/3
dσ

⩽ exp
(γm2

1ρ
2
M

24
(t − t0)3

)∫ ρ3
M
8 (t−t0)3

0

dσ
3ρMσ2/3

= exp
(γm2

1ρ
2
M

24
(t − t0)3

) t − t0
2

. (30)

On the other hand∫ t

(t+t0)/2
e(λ1−α)sχ(s)ds ⩽ χ(t)

∫ t

(t+t0)/2
e(λ1−α)sds ⩽

χ(t)
α −λ1

e(λ1−α)(t+t0)/2. (31)
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Substituting inequalities (30) and (31) into (29), we obtain

W (t) ⩽
W (t0)
χ(t)

+γm6

{
exp

(
−

7γm2
1ρ

2
M

24
(t − t0)3

) t − t0
2

+
1

α −λ1
e(λ1−α)(t+t0)/2

}
.

Therefore there exist t1 ⩾ t0 and a constant m7 > 0 such that if t > t1 we have

∥θ(t)−θ∞∥
C
M =W (t) ⩽m7 e

(λ1−α)(t+t0)/2. □

We are now in position to prove Theorem 1.

Proof (Proof of Theorem 1). Proposition 2 obviously implies that θ(t) tends exponen-
tially to θ∞ as t→∞ since λ1 < α.

Concerning the convergence of p̂−p, from (11) and (16), we obtain (taking the
norms in C

M )

∥p̂(t)−p(t)∥ ⩽ ∥M(t)E∥∥θ(t)−θ∞∥+ ∥etF∥∥p(0)∥

+
∥∥∥∥∫ t

0
e(t−s)F

(
ΛM −F

)
ΠMqN− (s)ds

∥∥∥∥.
Gathering (18), (28) and (26), we have, for every t > t1,

∥p̂(t)−p(t)∥
C
M ⩽m2m7 e

(λ1−α)t0/2e(3λ1−α)t/2 +m5e
−αt ,

which implies that p̂(t)−p(t) tends exponentially to zero due to (6), and this ends
the proof. □
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